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Abstract
In this paper, a four-stage service model is constructed by combining M/M/1, 
MX/M/1 and M/MB/1 queuing systems. In addition, the immediate scheduling strat-
egy and its algorithm are presented in detail, and the computing accomplished 
scheduling strategy and its algorithm are proposed. Approaches for computing the 
receiving time, preprocessing time, operating time and transmission time of oper-
ation requests that are based on various queuing systems are discussed, and the 
response time is calculated by adding these times together. Finally, the response 
times under the two scheduling strategies are obtained by simulating the models 
numerically, and the results demonstrate that the proposed computing accomplished 
scheduling strategy outperforms the immediate scheduling strategy.
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1  Introduction

Optical computing is a novel paradigm that is attracting increasing attention 
[1–5] due to the multidimensional parallel nature of light and the bottlenecks of 
the electronic computer, such as power, bandwidth and computing speed. Among 
these optical computing platforms, the ternary optical computer (TOC) was pro-
posed by Jin et al. [4].

Various achievements have been realized in the theory and application of TOC. 
For example, the principle [4] and architecture [5] of TOC were presented and the 
decrease-radix design principle [6] made the construction of the optical proces-
sor normative. Carry-free addition [7–10] and vector–matrix multiplication [7] 
experiments inaugurated the application of TOC in high-performance comput-
ing, and the adder of TOC was designed and implemented based on the modi-
fied signed-digit (MSD) number system [8–10]. Moreover, the task management 
system was explored preliminarily [11–14]. These achievements have effectively 
promoted TOC from theory to experiment and application step by step.

Another crucial issue, namely the quality of service (QoS), of which the ser-
vice performance is an important aspect, has not been adequately considered, 
except in our previous research [15]. In this paper, we shall conduct detailed 
research on the performance evaluation of TOC in terms of the response time for 
services. The response time is defined as the time for an operation request to be 
serviced, namely the elapsed time from a customer’s submission of a request to 
TOC until he receives the final output from it.

The main contributions of this paper are the design of a four-stage TOC ser-
vice model, the proposal of the immediate scheduling strategy, the computing 
accomplished scheduling strategy and the construction of an analytical model of 
the response time. The response time was obtained via numerical simulation, and 
the results demonstrated that the computing accomplished scheduling strategy 
outperformed the immediate scheduling strategy.

The remainder of this paper is organized as follows: Section  2 briefly intro-
duces preliminaries of the work. Section  3 builds the service model of a TOC, 
which is based on a queuing system. Section 4 proposes the immediate schedul-
ing strategy and the computing accomplished scheduling strategy and discusses 
task scheduling algorithms, processor allocation algorithms and proportional 
allocation algorithms under the two scheduling strategies. In Sect. 5, we present 
the model of the response time in detail. Section 6 presents the numerical results 
that are obtained by simulating the model. Finally, Sect. 7 discusses the conclu-
sions of this work and potential future directions.
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2 � Related work

Figure  1 shows the hardware components of a TOC that was constructed at 
Shanghai University at the beginning of 2017. It is similar to cloud computing 
and is a service-oriented architecture. Its service is also classified into three cat-
egories: Infrastructure as a Service (IaaS) is made up of various hardware com-
ponents in TOC, such as the servers, controller, encoder, reconfigurable optical 
processor, decoder and network resource. Platform as a Service (PaaS) provides a 
computing platform such as a task management system, a database, a calculation 
routine and development tools. In Software as a Service (SaaS), the TOC pro-
vider offers a software delivery model in which customers can obtain expediently 
the application programs.

However, TOC differs from other parallel computing platforms in the following 
aspects: First, TOC principally and directly processes two-input tri-valued logic 
operations. Second, its optical processor is flexible. In other words, TOC can recon-
figure the optical processor according to customers’ requests in runtime. Third, there 
are many data bits in the optical processor, and they are fully parallel. The optical 
processor that is shown in Fig. 1 has 192 data bits, and it can be easily expanded to 
ten thousand or more. Thus, TOC can concurrently process many operation requests. 
Fourth, the diversity of the operation requests, the dynamical reconfigurability of the 
optical processor and the time dependence of the load enable TOC to provide the 
QoS that is expected by customers for a wider range of applications. However, we 
cannot directly apply the approaches for the performance analysis of cloud comput-
ing to TOC. Consequently, this paper will investigate the service performance of 
TOC based on queuing system and determine whether it can offer higher QoS.

Queueing theory, which is an important branch of stochastic operations research, 
is widely used in communication, task scheduling, resource allocation and cloud 
computing. Queuing systems have been used to explore the performance analysis 
and evaluation of various parallel computing platforms, such as cloud computing. 

Controller

Encoder and Optical Processor

Camera (used to decode)Control Circuit

Fig. 1   Real TOC that was constructed at Shanghai University
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In Vilaplana et al. [16], a resource optimization model was constructed for a cloud 
computing platform by combining M/M/1 and M/M/m queuing systems. In Yang 
et al. [17], the probability distribution of the response time for a cloud service center 
was deduced based on an M/M/m/m+r queuing system under the assumption that 
the task arrival time interval and service time follow exponential distributions. In 
Khazaei et al. [18], an approximate analytical model was constructed for the service 
performance analysis and evaluation of cloud computing centers using an M/G/m/
m+r queuing system and an approximated Markov chain and various performance 
indicators, such as the mean number of tasks in the system, the task response time 
and the blocking probability, were obtained by simulating the model numerically. 
In Jaiganesh et  al. [19], a queue model with indicators such as service time and 
response time was constructed for evaluating a cloud service with the objective of 
maximizing the profit based on an M/G/m/m+r queuing system and the first-come-
first-served scheduling strategy. In Bai et al. [20], a complex queue model was con-
structed for the performance evaluation of heterogeneous data centers by connecting 
two queuing systems, in which the indicators were the mean response time and the 
mean waiting time. In Cao et al. [21], a power allocation and load distribution model 
was constructed based on an M/M/m queuing system for optimizing the heteroge-
neous multicore server processor in cloud computing. These explorations yielded 
a performance analysis model for parallel computing platforms such as cloud com-
puting and numerical simulations or system experiments were conducted. They 
provided a theoretical foundation for constructing novel and more effective parallel 
computing systems. In other words, queuing theory can afford an organized, struc-
tural and concise framework for analyzing, evaluating and simulating the service 
process of optical computing. Therefore, this paper investigates the service per-
formance of TOC under two types of scheduling strategies, namely the immediate 
scheduling strategy and the computing accomplished scheduling strategy, which are 
based on different queuing systems.

3 � Service model of the ternary optical computer

The service model of TOC is illustrated in Fig. 2. The model consists of four stages: 
In Stage 1, customers submit their operation requests to the receiving server (RS) in 
high-level language text, which is similar to the other high-performance computing 
platforms such as cloud computing. Assume that there is an infinite queue in RS and 
the operation requests are queued on a first-come-first-served (FCFS) basis when they 
arrive. RS transmits them to the preprocessing server (PPS) after receiving them. In 

λ RS S&A
λ

FCFS OP

...

OP

FCFS

DS TS

FCFSFCFS

PPS
λ λ

Time
4egatS3egatS2egatS1egatS

Fig. 2   Service model of the ternary optical computer
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Stage 2, PPS transforms the operations into two-input tri-valued logic operations, 
changes the binary data into tri-valued data as the control internal code, executes 
each operation in the requests and queues the requests on an FCFS basis. In Stage 3, 
the scheduler (S) simultaneously schedules several requests on an FCFS basis via var-
ious scheduling strategies and the allocator (A) allocates the data bits of the optical 
processor to the scheduled requests. At the same time, it sends the allocated results 
and the reconfiguration codes to the optical processor (OP). OP performs the optical 
computing after its reconfiguring component has completed the reconfiguration of 
the optical processor. The decoder server (DS) decodes the computing results to gen-
erate tri-valued results in the control internal code and sends them to the transmitting 
server (TS) or the OP as feedback for the optical computing. Finally, in Stage 4, the 
TS transforms the tri-valued results into operation results that can be understood by 
the customers and transmits them to the corresponding clients. The four stages con-
stitute a queuing system, namely a four-stage tandem queuing network [22].

The QoS of TOC includes the reliability, security, availability, throughput and many 
other parameters, along with performance indicators such as the response time, wait-
ing time, task blocking probability, prompt service probability and mean task number 
in the system, all of which can be obtained via the queuing system. In this paper, we 
shall focus on the response time for analyzing and evaluating the performance of TOC.

4 � Task scheduling and processor allocation

We presented allocation-by-demand algorithm [14] and a dynamic data-bit alloca-
tion algorithm [13]. In this paper, we proposed two novel task scheduling strategies, 
namely the immediate scheduling (IS) strategy and the computing accomplished 
scheduling (CAS) strategy, and a processor allocation strategy, namely the propor-
tional allocation strategy.

4.1 � Immediate scheduling

Under the IS strategy, the data bits of the optical processor are equally divided into 
n parts and each part corresponds to a small optical processor that can be indepen-
dently used. The scheduler immediately schedules the currently arriving requests if 
there is an idle small optical processor. Otherwise, they are queued for scheduling 
and are not scheduled until there is an idle small optical processor. Denote the task 
number of the task that is being processed as NProc and the length of scheduling 
queue Q as LQ. The corresponding immediate scheduling algorithm is as follows:

Algorithm 1 Task scheduling algorithm under the IS strategy

Step 1 Initialize the parameters to NProc = 0 and LQ = 0.
Step 2 Increase LQ by 1 when a task arrives.
Step 3 Judge whether NProc is equal to n. If so, jump to Step 5. Otherwise, judge 
whether LQ is 0. If so, jump to Step 5. Otherwise, schedule a task in Q, decrease 
LQ by 1 and increase NProc by 1.
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Step 4 Decrease NProc by 1 and jump to Step 2 when the scheduler receives a 
semaphore that a task has been accomplished.
Step 5 End.

A task is scheduled in every iteration; hence, under the IS strategy, the scheduling 
number attains its maximum value for the specified task set. At the same time, the 
allocation number and the reconfiguration number also attain their maximum values.

The allocator selects an unoccupied small optical processor and proportionally 
allocates its data bits for each operation in the just-scheduled task to guarantee that 
the operations can be synchronously accomplished. Denote the optical processor 
as Ntot. Then, the number of data bits of each small optical processor is expressed 
as Nsop = Ntot/n. Denote the number of two-input tri-valued logic operations in the 
scheduled task as NLog. The allocation algorithm under the IS strategy is as follows:

Algorithm 2 Allocation algorithm under the IS strategy

Step 1 Initialize the relevant parameters, set i = 1 and initialize the computation C 
of the task to 0.
Step 2 Judge whether i is greater than NLog. If so, jump to Step 4. Otherwise, 
C = C + Ci (Ci is the computation of the ith operation, which is calculated by 
PPS).
Step 3 Increase i by 1 and jump to Step 2.
Step 4 i = 1.
Step 5 Judge whether i is greater than NLog. If so, jump to Step 7. Otherwise, pro-
portionally allocate the data bits for the request as follows: 

Step 6 Increase i by 1 and jump to Step 5.
Step 7 End.

Steps 1–3 perform the computations of the scheduled task, and Steps 4–6 allocate 
the data bits of the selected small optical processor. A low arrival rate and small 
computations may cause small optical processors to be unoccupied, which will 
reduce the utilization rate of the complete optical processor.

4.2 � Computing accomplished scheduling

For improving the utilization rate, we propose the computing accomplished 
scheduling strategy. Under this strategy, the scheduler schedules the requests 
when the optical computing of the requests has been accomplished. We denote 
the maximum number of requests that the processor can simultaneously compute 
as n, the number of requests to be scheduled as NSched and the number of two-
input tri-valued logic operations in the ith request as NiLog. The scheduling algo-
rithm under the CAS strategy is as follows:

Ni =

⌊ci
c
× Nsop

⌋
.
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Algorithm 3 Task scheduling algorithm under the CAS strategy

Step 1 Initialize the parameters to NProc = 0, LQ= 0 and NSched = 0.
Step 2 Schedule the first request according to the IS strategy after it has entered 
the scheduling queue and LQ has been increased by 1. Increase both NProc and 
NSched by 1 and decrease LQ by 1. Jump to Step 4.
Step 3 NSched = n − NProc when the scheduler receives a task-accomplished sem-
aphore.
Step 4 Send NSched to the allocator.
Step 5 Judge whether LQ is equal to 0. If so, jump to Step 7. Otherwise, sched-
ule a request in Q, decrease NSched by 1 and increase NProc by 1.
Step 6 Judge whether NSched is equal to 0. If so, jump to Step 7. Otherwise, 
jump to Step 5.
Step 7 End.

The scheduler schedules a request and multiple requests in every iteration 
under the IS strategy and the CAS strategy, respectively. To improve the utiliza-
tion rate of the optical processor and guarantee that the requests will be accom-
plished simultaneously, the allocator similarly allocates the data bits of the whole 
optical processor proportionally. The corresponding allocation algorithm is as 
follows:

Algorithm 4 Allocation algorithm under the CAS strategy

Step 1 Initialize the parameters. Set i = 1 and j = 1 and initialize the total com-
putation C of NSched requests to 0.
Step 2 Judge whether i is greater than NSched. If so, jump to Step 6. Otherwise, 
proceed to Step 3.
Step 3 Judge whether j is greater than NiLog. If so, proceed to Step 4. Other-
wise, C = Cij+ C (where Cij is the computation of the jth operation in the ith 
request, which is calculated by PPS).
Step 4 Increase j by 1 and return to Step 3.
Step 5 Increase i by 1 and return Step 2.
Step 6 i = 1, j = 1.
Step 7 Judge whether i is greater than NSched. If so, jump to Step 11. Otherwise, 
proceed to Step 8.
Step 8 Judge whether j is greater than NiLog. If so, proceed to Step 9. Other-
wise, allocate the data bits for the jth operation in the ith task as follows: 

Step 9 Increase j by 1 and return to Step 8.
Step 10 Increase i by 1 and return to Step 7.
Step 11 End.

Pij =

⌊ci
c
× N

⌋
.
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Steps 1–5 are used to calculate the total computation C of the NSched requests, 
and Steps 6–10 are used to allocate the data-bit resource. We call Algorithm 2 and 
Algorithm 4 proportional allocation algorithms. The main difference between them 
is that the former allocates the data bits of a small optical processor in each iteration, 
while the latter allocates all data bits of the whole optical processor in each iteration.

5 � Model of the response time

The response time, which is denoted by T, can be obtained via the following formula 
when the system is in equilibrium.

where TR represents the receiving time, TP the preprocessing time, TC the comput-
ing time that is spent in Stage 3 and TT the transmission time. Assume that they are 
statistically independent from one another.

5.1 � Receiving time

Assume that the arrival intervals of the requests follow a negative exponential dis-
tribution with parameter λ, and the service times of RS for the requests are inde-
pendent and identically distributed random variables that follow a negative expo-
nential distribution with parameter μR, which denotes the service rate. Parameter μR 
is closely related to the network transmission speed, which is denoted as ω, and the 
mean transmission time of the requests, which is denoted as η: μR =   ω/η. There-
fore, we model Stage 1 as an M/M/1 queuing system with a request buffer of infinite 
capacity and single request arrival. The state transition diagram for the continuous-
time Markov chain (CTMC) of RS is shown in Fig. 3, where state m refers to the 
request number in RS and m − 1 requests are waiting to be received.

Let ρR  =   λ/μR. The system is stationary when ρR  < 1 [23–25]. The following 
equations can be obtained according to the universal law of K-algebraic equations, 
in which the probability of the mth state is denoted as Pm (m  = 0, 1, 2, …):

Then, Pm = �m
R
P0, m ≥ 1.

Using the regularity condition 
∑∞

m=0
Pm = 1 , we calculate the idle probability P0 

of RS:

(1)T = TR + TP + TC + TT

{
�P0 = �RP1,

(� + �R)Pm = �Pm−1 + �RPm+1, m ≥ 1.

0 m+1m-121
λ λ λ λ

R R R R

m
λ

R

Fig. 3   State transition diagram for the M/M/1 service model of RS
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We can easily obtain the mean number of requests NR in RS:

Via Little’s formulas, we obtain the mean receiving time, namely TR, of the 
requests:

5.2 � Preprocessing time

The requests that are received by RS are immediately transmitted to PPS for pre-
processing. Therefore, we similarly represent PPS as an M/M/1 queuing system, and 
the state transition diagram for CTMC of PPS is identical to that in Fig. 3. Accord-
ing to Kleinrock [24] and Bhat [25], the arrival intervals of requests that arrive to 
PPS also follow a negative exponential distribution with parameter λ. Let the mean 
computation of two-input tri-valued logic operations that are transformed by PPS be 
denoted by and the transformation speed of the data into control internal codes be 
denoted as v. Then, the service rate of PPS is calculated as follows: μP= v/C. Again, 
let ρP = λ/μP. The stationary probability equations are identical to those of RS when 
ρP< 1. Consequently, the conclusion in Sect. 5.1 can be directly applied to the mean 
preprocessing time, namely TP:

5.3 � Computing time

The scheduler sends the requests to the optical processor of TOC after scheduling 
them on an FCFS basis. Then, the allocator allocates the data-bit resource of the 
optical processor among the just-scheduled requests and sends the results and the 
reconfiguration codes of the optical processor to TOC. The reconfiguration compo-
nent of the optical processor implements the reconfiguration fully in parallel. The 
operator implements the transformation of the optical states, namely the optical 
computing, after the encoder has transformed the electrical signals, namely the data 
in control internal codes, into optical signals. Finally, DS transforms the computing 
results into electrical signals in control internal codes.

P0 = 1 − �R.

NR =

∞∑
m=0

iPi = �R(1 − �R)

∞∑
i=0

i�i−1
R

= �R(1 − �R)

(
�R

1 − �R

)�

=
�R

1 − �R
=

�

�R − �
.

(2)TR =
NR

�
=

1

�R − �
.

(3)TP =
1

�P − �
.
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Differences in the scheduling strategies of the requests and the allocation strategies 
of the optical processor may lead to differences in the approaches for calculating the 
computing time. We focus on exploring the calculating approaches under the IS and 
CAS strategies, which are proposed in Sect. 4.

5.3.1 � Computing time under the immediate scheduling strategy

Stage 3 can be represented with an M/M/n queuing system under the IS strategy, where 
n denotes the number of independent small optical processors. The state transition dia-
gram for CTMC of the stage under the IS strategy is shown in Fig. 4, where μC is the 
mean service rate of each small optical processor, which is expressed as μC = μ/n, where 
μ is the mean service rate of the whole optical processor. Hence, μ = τ/C, where τ is the 
computing speed of the whole processor. In addition, in state k, k small optical proces-
sors are computing a request, respectively, respectively, and the remaining processors 
are unoccupied if 0 ≤ k < n. Otherwise, each small optical processor is busy computing 
and k − n requests are waiting in the queue to be serviced.

The arrival rate of requests that are arriving to Stage 3 is also λ under this strat-
egy. Let ρC1 = λ/μC = nλ/μ and ρC = ρC1/n = λ/μ. Similarly, the system is stationary when 
ρC< 1. Moreover, the K-algebraic equations can be obtained easily according to Fig. 4 
and the equilibrium distribution is as follows:

Using the regularity condition, we can calculate the idle probability P0 of Stage 3

and the mean number of requests

Then, the mean computing time, namely TC, can be obtained according to the Lit-
tle’s law.

Pk =

{
𝜌k
C1

k!
P0 =

(n𝜌C)
k

k!
P0, 0 ≤ k < n

𝜌k
C1

n!nk−n
P0 =

nn𝜌k
C

n!
P0, n ≤ k

P0 =

[
n−1∑
k=0

�k
C1

k!
+

�n
C1

n!(1 − �C)

]−1

,

NC =
�C�

n
C1
P0

n!(1 − �C)
2
+ �C1.

(4)TC =
NC

�
.

0 kk-121
λ λ λ λ

C C

k+1
λ λ

2 Ck C(k+1)
nn-1

λ
n+1

λ λ

Cn Cn CnC3 C(k-1)

Fig. 4   State transition diagram for the computing time under the IS strategy
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5.3.2 � Computing time under the computing accomplished scheduling strategy

If there are i (0 ≤ i ≤ n) requests in the queue, the whole optical processor is 
divided into i small optical processors for computing them after they have been 
scheduled according to the CAS strategy. We denote the service rate of each small 
optical processor as μi, which is expressed as μi = μ/i. The state transition diagram 
for the computing time under the CAS strategy is shown in Fig. 5.

Under this strategy, we model Stage 3 as an M/MB/1 partial batch service queu-
ing system [23, 25], where B is the maximum number of requests for the batch 
service, which is equal to the number n of small optical processors, as described 
in Sect. 5.3.1.

Figure 6 illustrates the progress of scheduling queue Q, where t1, t2, t3 and t4 
are the times at which the optical processor finishes computing and the sched-
uler S schedules the requests in Q. At t1 and t4, S schedules all requests in Q 
because the number of requests in Q does not exceed the maximum B of the batch 

Fig. 5   State transition diagram for the computing time under the CAS strategy

X

t

B

t1 t2 t3 t4

Fig. 6   Scheduling queue changes under the partial batch service model
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service. At t2 and t3, S schedules B requests in Q because the number of requests 
has exceeded B.

According to Fig. 5, the K-algebraic equations in equilibrium can be obtained.

The second equation of (5) can be rewritten in operator notation as

Consider the characteristic equation: μxB+1 − (λ + μ)x + λ=0. There is one root in 
(0, 1) for the equation [23, 25]. Denote the root by x0. Using the regularity condition, 
we can obtain

Thus, the computing time is expressed as follows:

5.4 � Transmission time

The transmission time is also relevant in the scheduling strategies and algorithms. 
Denote the mean traffic of the computing results as R. Then, the mean service rate 
of the transmitting server TS is μT= ω/R. The calculation of the transmission time is 
discussed under the IS and CAS strategies.

5.4.1 � Transmission time under the immediate scheduling strategy

Under the IS strategy, the computing results also reach TS one by one. Therefore, we 
model it as an M/M/1 queuing system. Similarly, the transmission time is expressed 
as follows:

5.4.2 � Transmission time under the computing accomplished scheduling strategy

Under the CAS strategy, batch service naturally generates batch arrival. Consequently, 
the computing results reach TS in bulk. We model Stage 4, namely the transmitting 

(5)
− �P0 + �(P1 + P2 +⋯ + PB) = 0,

− (� + �)Pk + �Pk−1 + �Pk+B = 0, k ≥ 1

(�DB+1 − (� + �)D + �)Pk = 0, k ≥ 0.

Pk = (1 − x0)x
k
0
, (k ≥ 0).

(6)TC =
x0

�(1 − x0)
.

(7)TT =
1

�T − �
.

0 1 mm-1m-24321λ 1λ 1λ 1λ 1λ 1λ 1λ
2λ

3λ
4λ

4λ
3λ
2λ
1λT T T T T T T T

Fig. 7   State transition diagram for the transmission model under the CAS strategy



www.manaraa.com

6250	 X. Wang et al.

1 3

server, as an MX/M/1 batch arrival queuing system [23, 25], where X is a random vari-
able; hence, the number of computing results differs among bulks. A sample state tran-
sition diagram for the model is shown in Fig. 7, where λi (i = 1, 2, …, B) is the arrival 
rate of i requests per bulk and X ∈ {1, 2, 3, 4}. Let λ be the composite arrival rate of all 
bulks. Thus, � =

∑B

i=1
�i ; moreover, the probability PBi of bulk size i is equal to λi/λ. 

The following equilibrium equations can be obtained:

We use a generating function approach to solve this system of equations (8). To 
obtain the solution, we define

as the generating functions of the batch-size probabilities {PBi} and the steady-state 
probabilities {Pi}, respectively. PB(z) can be viewed an input of the system because 
the batch-size probabilities are typically known. The objective is to determine P(z) 
from PB(z) and to obtain from this the unknown steady-state probabilities {Pi}. Mul-
tiplying each equation of (8) by zi and summing them yields

and thus,

Since limz→1 P(z) = 1 , take the limit of (11):

Now, P0 can be calculated by applying L’Hopital’s rule to (12). Therefore,

(8)

− �PB0 + �TPB1 = 0,

− (� + �T)Pk + �TPk+1 + �

k∑
i=1

Pk−iPBi = 0, (k ≥ 1)

(9)

⎧
⎪⎨⎪⎩

PB(z) =
∞∑
i=1

PBiz
i, (�z� ≤ 1),

P(z) =
∞∑
i=0

Piz
i, (�z� ≤ 1)

(10)−�

∞∑
i=0

Piz
i − �T

∞∑
i=1

Piz
i +

�T

z

∞∑
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and

where E(X) is the mathematical expectation of random variable X, which is the 
mean number of requests in each bulk. Let ρT= λE(X)/μT. Taking the derivative of 
(11) on z and taking the limit of the result yield the mean number of computing 
results, namely NT.

and

Then,

Thus, the transmission time is expressed as follows:

Finally, the mean response time under the IS strategy can be obtained by sub-
stituting (2, 3, 4) and (7) into (1) and that under the CAS strategy can be similarly 
obtained.

6 � Numerical evaluation

In this section, we present numerical results for various service processes. In the dis-
cussion of the results, we focus on the influence on the response time of the schedul-
ing strategy and the batch size. The parameters that are used in the experiment are 
described as follows:

•	 λ Arrival rate It is the average number of requests that are submitted to TOC per 
unit of time. We aim at demonstrating how the response time (T) is affected by 
the value of parameter λ.

•	 ω Network bandwidth It is the mean network speed at which the requests are sub-
mitted to RS, and the final outputs are sent to the customers over the Internet.

•	 c Request size It is the mean traffic of requests that are submitted to RS.
•	 R Result size It is the mean traffic of the final outputs that are sent to customers.

P�

B
(1) = lim

z→1

∞∑
i=1

iPBiz
i−1 = E(X),

(13)NT = lim
z→1

P�(z) =

2� +
�

�T

P��
B
(1)

2(1 − �T)

P��

B
(1) = E(X2) − E(X).

NT =

� +
�

�T

E(X2)

2(1 − �T)
.

(14)TT =
E(X) + E(X2)

2�T(1 − �T)
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•	 v Preprocessing speed It is the average speed at which PPS transforms the binary 
data into tri-valued data as control internal code.

•	 τ Computing speed It is the computing speed of TOC.
•	 B Batch size It is the maximum number of requests when TOC conducts batch 

service and it is equal to the number n of small optical processors. We aim at 
demonstrating how the response time is affected by the value of parameter B.

6.1 � Response times under various scheduling strategies

An optical processor with 1024 data bits was constructed in 2015. For this reason, 
we have considered a system with a 1024-bit optical processor in the following 
numerical experiment. The mean arrival rate of requests is changed from λ = 1 to 
60 per hour, and the mean network transmission speed is set to ω = 20 MB/s, the 
mean size of the requests to c = 0.01 MB, the mean traffic of the computing results 
to R = 0.05 MB, the preprocessing speed to v = 1 GB/s, the computing speed of TOC 
to τ = 2 GB/s and the maximum of batch size to B = 4. Since TOC is especially suit-
able for big data, we assume that the mean computation C is equal to 50 G. To com-
pare the two scheduling strategies, we assume that the number n of small optical 
processors, namely the maximum number of requests that can be processed in paral-
lel under the IS strategy, is equal to B.

For the CAS strategy, B is equal to 4; however, when λ is small, namely the 
arrival interval is large, only one request is computed per bulk in the optical proces-
sor. The batch size will increase gradually with the increase of λ. To calculate E(X) 
and E(X2) in (14), we denote by ℬ = [b1 b2 b3 b4] a scheduling vector of λ, where bi 
(i = 1, 2, 3, 4) is the frequency of scheduling i requests. Their increase probabilities 

Table 1   Increase probabilities 
of the scheduling vector

λ Increase probability

Pb1 Pb2 Pb3 Pb4

1 ≤ λ ≤ 10 1 0 0 0
10 < λ ≤ 20 2/3 1/3 0 0
20 < λ ≤ 30 1/2 1/3 1/6 0
30 < λ ≤ 40 4/10 3/10 2/10 1/10

Table 2   Influence on the 
response time of the arrival 
rate under the two scheduling 
strategies

λ Response time (s)

IS CAS Ratio

1 150.705 75.705 1.991
2 151.429 76.430 1.981
… … … …
59 381.432 302.229 1.262
60 404.826 325.322 1.244
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vary widely: The larger i is, the smaller the increase probability of bi is. The increase 
probabilities are listed in Table 1.

Let ρ = max{ρR, ρP, ρC, ρT}. For the parameters above, ρ < 1, that is, the system is 
in equilibrium, we conduct a numerical simulation of the model of the response time 
in MATLAB R2010b. The results are presented in Table 2 and Fig. 8.
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The response times under the two scheduling strategies increase with the arrival 
rate. This is because the increase in the arrival rate results in the queuing of requests, 
which causes the response times to increase. Each request undergoes the four stages, 
as illustrated in Fig. 2. However, they operate in parallel; hence, the response times 
do not increase in multiples of the increase in the arrival rate. For any arrival rate, 
the inadequate utilization of the optical processor renders the performance under the 
IS strategy inferior to that under the CAS strategy. However, the improvement in the 
utilization rate under the IS strategy with the increase in the arrival rate causes their 
ratio to decrease overall.

Table 3   Response times under the two scheduling strategies when n and B are varied

Scheduling 
strategy

n and B Response time (s)

λ = 1 λ = 10 λ = 20 λ = 30 λ = 40 λ = 50 λ = 60

IS 1 75.847 84.682 98.008 117.418 148.239 205.067 349.691
2 100.707 108.285 120.157 137.957 166.895 221.400 363.008
3 125.705 133.098 144.487 161.566 189.539 242.773 382.668
4 150.705 158.070 169.306 186.057 213.507 265.989 404.826

CAS 1 75.880 84.944 98.316 117.410 147.321 202.254 343.315
2 75.706 83.185 94.626 111.537 138.878 190.691 327.840
3 75.705 83.079 94.267 110.766 137.574 188.777 325.231
4 75.705 83.079 94.267 110.752 137.571 188.776 325.209
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The response times under the two strategies are plotted in Fig.  9 as the com-
putation increases from 10 to 50 G, and the other parameters are unchanged. The 
response time under the CAS strategy is faster than that under the IS strategy for the 
same arrival rate and computation.

6.2 � Influence on the response time of n and B

The response times under the two scheduling strategies are presented in Table  3 
and Fig.  10 when n and B are varied from 1 to 4. The response times under the 
two strategies are almost identical when n and B are both equal to 1. Moreover, the 
IS strategy slightly outperforms the CAS strategy when the arrival rate is less than 
30 and the latter slightly outperforms the former when it is greater than or equal 
to 30 because under the IS strategy, a higher arrival rate leads to constant inter-
ruption of the processing of the requests, which degrades the performance. In con-
trast, the increase of B can reduce the scheduling number under the CAS strategy, 
which slightly improves the system performance. In addition, under the IS strategy, 
the increase of n reduces the utilization rate of the optical processor, which causes 
the response time to increase substantially. Therefore, the increase of n and B will 
reduce the performance under the IS strategy and improve it under the CAS strat-
egy. In addition, the performance of TOC is approximately optimal when the optical 
processor with 1024 data bits is divided equally into four smaller processors, and 
the influence on the response time of the scheduling vector, namely ℬ, is very small 
because of the low traffic of TS.

Finally, the consistency between the numerical simulation and analytical results 
is very high, which demonstrates the validity and feasibility of our analytical model.

7 � Conclusions

Performance analysis and evaluation constitute a significant aspect of optical com-
puting, especially TOC, which is of crucial interest to investigators and customers. 
In this paper, we have proposed an analytical technique that is based on a queuing 
system for the performance evaluation of TOC. In addition, due to the properties of 
the TOC optical processor, we have presented IS and CAS strategies and discussed 
in detail request scheduling algorithms and processor allocation algorithms under 
the two strategies. Moreover, we have investigated the approaches for computing 
response times not only under the IS strategy based on M/M/1 and M/M/n queuing 
systems but also under the CAS strategy based on M/M/1, MX/M/1 and M/MB/1 
queuing systems.

To evaluate the model, we have conducted numerical simulations and experi-
ments. Simulation and numerical results demonstrate that the proposed model and 
computing approaches yielded highly accurate results for the response times of 
TOC. Our results also demonstrate that TOC under the CAS strategy outperforms 
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TOC under the IS strategy, and the performance is optimal when the optical proces-
sor, which has 1024 data bits, is divided equally into four smaller processors.

In the future, we will extend our model to burst arrivals of requests. In addition, 
we plan to focus on other performance indicators, such as the blocking probability, 
the probability of immediate service and the mean number of tasks in the system.
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